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Abstract
Despite 20 years of increasing acceptance, implementing complexity-appropriate methods for ex-
post evaluation remains a challenge: instead of focusing on complex interventions, methods need 
to help evaluators better explore how policies (no matter how simple) take place in real-world, 
open, dynamic systems where many intertwined factors about the cases being targeted affect 
outcomes in numerous ways. To assist in this advance, we developed case-based scenario simulation, 
a new visually intuitive evaluation tool grounded in a data-driven, case-based, computational 
modelling approach, which evaluators can use to explore counterfactuals, status-quo trends, and 
what-if scenarios for some potential set of real or imagined interventions. To demonstrate the 
value and versatility of case-based scenario simulation we explore four published evaluations 
that differ in design (cross sectional, longitudinal, and experimental) and purpose (learning or 
accountability), and present a prospective view of how case-based scenario simulation could 
support and enhance evaluators’ efforts in these complex contexts.
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Introduction: Policy evaluation ‘in’ a complex world

Despite 20 years of increasing acceptance and widening usage, implementing a complexity-
appropriate approach to ex-post policy evaluation remains, at a practical level, a significant 
challenge. As Moore et al. (2019) outline, practical issues range from how, exactly, one decides 
what policies should be evaluated as complex – or, alternatively, which evaluations should be 
seen through a ‘complex systems theory’ lens – to how to commission and manage such 
‘complexity-appropriate’ evaluations.

The other big issue, which holds our focus here, is method – this includes how best to think 
about evaluation from a complex systems perspective, as well as deciding, in turn, which 
‘complexity-appropriate’ evaluation designs and methods one should use. More specifically, 
it means realizing that conceptualizing evaluation in complex systems terms does not neces-
sarily lead to modelling only complex interventions. Instead, as Moore et al. (2019) outline, it 
often also means realizing that policies (no matter how simple) take place in complex systems. 
For us, this practical difference in conceptualization, while subtle, leads to a very real differ-
ence in how one uses the available repertoire of complexity-appropriate methods.

We articulate this difference as follows. Instead of only developing systems approaches 
to ex-post evaluation, we agree with Moore et al. (2019) and others (e.g. Gilbert et al., 
2018) that current methods also need to better help evaluators explore, in an accessible and 
reasonably simple manner, how policies take place in real-world open and dynamic sys-
tems, where (1) many intertwined factors about the cases being targeted affect outcomes in 
numerous ways, (2) many insights may only be available retrospectively and (3) control-
ling or eliminating all unpredictable events is unattainable (Schimpf and Castellani, 2020). 
Hence, the purpose of the current paper. We have been working, over a series of papers, to 
develop a new mixed-methods approach for thinking in complex systems terms about inter-
ventions in complex systems (Barbrook-Johnson et al., 2019; Castellani et al., 2019; 
Schimpf and Castellani, 2020). This approach is based, in part, on our integration of two 
key methodologies: scenario analysis (Morell, 2005; Schwartz, 1991) and case-based 
methods (CBMs; Byrne and Ragin, 2009), specifically case-based computational model-
ling. We call this integrated approach case-based scenario simulation (CBSS). Scenario 
analysis is widely used in evaluation research (Gates, 2016; Love and Russon, 2000; 
Morell, 2005), while the latter is gaining prominence (Befani et al., 2007; Pattyn et al., 
2019; Verweij and Gerrits, 2013). Case-based computational modelling is particularly use-
ful because it leverages advances in computational social science (e.g. machine learning, 
cluster analysis, data visualization, data forecasting) to engage in a case-based approach to 
policy evaluation (Barbrook-Johnson et al., 2019; Castellani et al., 2019; Schimpf and 
Castellani, 2020).

The web-based platform for CBSS is COMPLEX-IT, which is designed to provide evalua-
tors quick, flexible access to a range of computational modelling methods to explore their 
evaluation from a CBSS viewpoint (Schimpf and Castellani, 2020). We believe this approach 
holds potential value for evaluator as it can: (1) provide a broader landscape of evaluation 
methods, design, and questions that are highly synergistic with other complexity-appropriate 
and traditional evaluation methods; (2) offer a means to iteratively explore and interrogate 
evaluation data through a case-based perspective from several angles of inquiry; and (3) align 
with existing evaluation approaches (most strongly, realist evaluation) to examine ‘what 
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works for whom in which circumstances’ (Pawson and Tilley, 1997: 77), by modelling unique 
case types, their trajectories and the heterogeneous effects interventions may have on them.

To demonstrate the potential of this approach to the widest audience possible, we decided 
that, rather than apply CBSS to just one case study, we would demonstrate how it could be 
used to enhance several different policy scenarios. As such, we chose four already published 
evaluations that vary in design (cross sectional, longitudinal, and experimental) and purpose 
(learning or accountability). The trade-off in this approach is that we cannot provide an 
exhaustive review. However, the advantage is that the utility of CBSS can be more widely 
appreciated. The paper is structured as follows. We begin by reviewing the evaluation litera-
ture in regard to CBM and scenario analysis. We then present a quick introduction to CBSS 
and its web-platform, COMPLEX-IT. We then review the four different evaluation studies, 
showing how CBSS could be used to assist their evaluation. We end with a discussion of 
CBSS’s potential as an evaluation tool and the broader implications for using case-based 
methods in evaluation studies.

Literature review: Modelling cases and simulating scenarios

CBMs are increasingly deployed in policy and programme evaluation studies (Thiem, 2014, 
2017). Perhaps the most established and widely used approach is case studies (Bowering, 
1984; Garaway, 1996; Hayton, 2015; Leone, 2008; Van Draanen, 2016; Vellema et al., 2013; 
Yin, 1997, 2013). Case studies predate many other CBMs and thus exhibit several properties 
that were adapted into more recent case-comparative methods. For all case studies, these prop-
erties include holistic analysis of cases as distinct entities (Yin, 1997) and resonance with 
realist evaluation (Koenig, 2009) and for multiple case studies an emphasis on case variation, 
including similarities and differences in case profiles and trajectories (Cousins and Bourgeois, 
2014; Mookherji and LaFond, 2013; Savaya et al., 2008).

Another increasingly prominent technique, qualitative comparative analysis (QCA), 
employs a set-theoretic approach to identify combinations of causal conditions from cases 
profiles (i.e. variables) that relate to outcomes of interest. QCA has received considerable 
attention in evaluation studies, with papers: (1) presenting QCA as a complexity-appropriate 
method (Befani, 2013; Byrne, 2013; Verweij and Gerrits, 2013), (2) discussing methodologi-
cal considerations and lessons learned (Befani et al., 2007; Pattyn et al., 2019; Sager and 
Andereggen, 2012; Thiem, 2014, 2017) and (3) using QCA to study the evaluation practices 
of different organizations or institutions (Holvoet and Dewachter, 2013; Pattyn, 2014; Van 
Voorst, 2017). Another CBM is cluster analysis. In evaluation studies, this approach is used to 
identify unique case types with different policy uptake profiles (Flygare et al., 2013; Gibson, 
2003) identify internally homogeneous strata to sample for an intervention (Tipton, 2013) and 
identify distinct treatment subgroups who may exhibit heterogeneous intervention outcomes 
(Peck, 2005; Peck et al., 2012).

Scenario analysis is a planning method through which a small set of distinct but plausible 
scenarios are generated and analysed in regard to their implications for a current target of 
interest (Morell, 2005; Schwartz, 1991). Scenario analysis is a widely recognized in evalua-
tion research (Buckley et al., 2015; Gates, 2016; Karani et al., 2015; Ling, 2003; Morell, 
2005). By generating and analysing ‘what if’ scenarios, evaluators, policymakers and research-
ers can consider past counterfactuals or anticipate future challenges, reduce uncertainty by 
condensing the envelope of plausible outcomes, make assumptions about affected systems or 
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populations explicit, and conduct more thorough investigations of interventions into complex 
systems.

For example, Love and Russon (2000) developed multiple scenarios to probe the future of 
both international evaluation and evaluation societies and what these scenarios could mean for 
their development. More recently, several researchers have proposed incorporating scenario 
analysis into modelling approaches such as Bayesian Networks (Giffoni et al., 2018) or a cost 
benefit analysis framework (Campbell and Brown, 2005). These researchers parameterize 
input variables for their models to enable those using the models to explore alternative sce-
narios, reflecting different input parameters. For instance, Campbell and Brown (2005) dis-
cuss how a scenario that altered their original model by increasing initial costs for business 
investment would differentially impact stakeholder groups deciding on the investment. We 
build on this work in CBM and scenario simulation in the creation of CBSS.

Method: Case-based scenario simulation

CBSS is a social inquiry tool with potential for evaluation, grounded in a data-driven, case-
based, computational systems modelling approach, which can be used to explore potential 
past counterfactuals and future projections of ‘status quo’ trends, and to test ‘what if’ scenarios 
related to some potential set of real or imagined interventions, given one’s beliefs and assump-
tions about how those intervention(s) cause change. By data-driven we mean that the simula-
tion environment is based on some set of real or simulated data. By case-based, we mean the 
focus is on the cases in a particular evaluation study and their complex profile of key factors 
(be they cross-sectional, pre-post, or longitudinal). By computational, we mean it uses the lat-
est developments in machine intelligence and data visualization to create a simulated learning 
environment in which users can explore their theories, beliefs and assumptions of change from 
a complex systems perspective. The interventions or strategies explored can be, for example, 
a policy, a programme, or a set of individual or community-level goals.

The main advantages offered by CBSS are the ability to:

•• Use advances in machine-driven cluster analysis to ‘map’ data to a topographical two-
dimensional grid where cases are placed in proximity to similar cases – and from which, 
later scenarios are explored.

•• Simplify the study population through k-means cluster analysis to identify the major 
and minor groups/trends around which the cases clustered.

•• Identify differences in outcome by exploring cluster specific interventions, thereby 
allowing for the analysis of multiple possible solutions for a given population, includ-
ing the analysis of unintended, unusable or impractical outcomes.

•• Ground these different interventions (and their relative effectiveness) in changes to the 
complex set of factors (cluster profiles) upon which they are based, including their 
complex, nonlinear and (in terms of longitudinal data) dynamic interactions.

•• Examine counterfactuals relative to a cluster-based solution
•• Assess both short- and long-run effects of an intervention
•• Run sensitivity tests on a set of interventions using Monte Carlo simulations, a method 

for testing outcomes under different ranges of variation.

Still, despite these advantages, CBSS is, at the end of the day, a model. And, as such, comes 
with its own built-in limitations, as do all computational models. Therefore, before 
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proceeding, a few caveats on causality in modelling are in order, all of which we have devel-
oped from Moore et al’.s (2019) recent article in Evaluation.

A complex systems approach to modelling: Key intellectual caveats

First, we need to be clear that no evaluation method, including CBSS, ‘will ever be able to 
address the almost infinite number of uncertainties posed by the introduction of change into a 
complex system’ (Moore et al., 2019: 36). However, adopting the type of case-based systems 
lens suggested by CBSS may help to ‘drive the focus of evaluation (i.e. which of the multitude 
of uncertainties posed by interventions in complex systems do we need answers to in order to 
make decisions, or move the field forward)’ (Moore et al., 2019: 36). It can also help to ‘shape 
the interpretation of process and outcomes data’ (Moore et al., 2019: 36).

Second, ‘complex interventions in complex social systems’, including exploring such strat-
egies in CBSS ‘pose almost infinite uncertainties and there will always be much going on 
outside of the field of vision of an individual study’ (Moore et al., 2019: 37). ‘However, a 
focus on discrete impacts of system change’ as done with CBSS, ‘does not necessarily betray 
a naïve view of how systems work, but may simply reflect a pragmatic focusing of research 
on core uncertainties’ (Moore et al., 2019: 37). And this is, for us, one of the most powerful 
provisions that our approach provides, given its focus on interventions in complex clusters and 
their configurations, be such a study cross-sectional, pre-post, or longitudinal.

Third, we need to strongly emphasize that CBSS is a learning environment that aims to 
bridge the computational/quantitative/qualitative divide, as it requires users to be in direct and 
constant (i.e. iterative) interaction with the CBSS environment and their respective theories of 
change, be they sitting implicitly in the background of their minds or formally outlined and 
defined. For example, as Moore et al. (2019) state, ‘Of course, it is never possible to identify 
all potential system level mechanisms and moderators of the effects of an evaluation’, (Moore 
et al., 2019: 39), even in the case of CBSS:

And no evaluation would be powered to formally model all of these. However, combining quantitative 
causal modelling [as in the case of CBSS] with qualitative process data [in the form of user-
engagement with the learning platform of COMPLEX-IT] can play a vital role in building and testing 
theories about the processes of disrupting the functioning of complex social systems to optimize their 
impacts on health. (Moore et al., 2019: 39)

In other words, the goal here is not necessarily about identifying some underlying causal 
model, as much as it is about exploring and learning how various interventions might unfold 
for a given policy and the larger complex system in which it is situated. And such a goal, while 
humbler, is nonetheless very important.

How CBSS works

CBSS is implemented in a web-based platform named  COMPLEX-IT which combines case-
based modelling and scenario simulation into a streamlined tool for case-based analysis 
(Schimpf and Castellani, 2020). COMPLEX-IT is a ‘thinking tool’ that is intended to encour-
age iterative exploration of different case-based representations of data and cluster configura-
tions, possible relationships between clusters, and the potential effects cluster profiles changes 
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(i.e. alternate scenarios) might entail. COMPLEX-IT is shown in Figure 1. By combining 
methods into a single platform, employing visualizations to convey results and providing 
guiding questions COMPLEX-IT aims to support access to CBSS regardless of past experi-
ence. COMPLEX-IT can be accessed at (https://www.art-sciencefactory.com/complexit.html) 
which provides detailed tutorials and guidance for getting started. Generally speaking, CBSS 
works in two stages: data exploration and clustering cases through cluster analysis and machine 
learning; followed by scenario simulation, based on an exploration of the cluster solution.

Cased-based modelling. Before presenting k-means and the SOM as the central components of 
case-based modelling, a few general points need to be established. At its core, case-based 
modelling involves modelling complex systems or data as a collection of distinct case types 
with their own properties, trajectories and relationships with other cases. A case here is a holis-
tic unit of study which is comprised of a ‘profile’ which contains elements representing inter-
nal attributes of the case, causal conditions, environmental factors, and other relevant elements. 
Following Byrne (2009), these cases are treated as complex systems. Cases, when viewed as 
complex systems, often exhibit regularities in their profiles such that several clusters may 
exist across the sample of cases (Castellani et al., 2013; Uprichard, 2009). Cluster analysis 

Figure 1. The COMPLEX-IT interface.

https://www.art-sciencefactory.com/complexit.html
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techniques, including k-means and the SOM, seek to group cases into distinct subgroups/
clusters. Thus, through case-based modelling an evaluator can reconceptualise a complex sys-
tem/data experiencing an intervention(s) into a set of cases and seek to cluster those cases into 
major and minor profile groups (i.e. groups with many or few cases, respectively) to examine 
common trends, relationships within and across trends, and their environment and dynamics 
over time.

More specifically, as also shown in Figure 2, case-based modelling leverages k-means 
cluster analysis (Jain, 2010) to identify k clusters by placing cases within them, where k is 
defined by the evaluator, and where the algorithm seeks to minimizes the differences 
between a given case and the average values of its associated cluster. While k-means is most 
tightly integrated with CBSS, there is no reason other approaches to clustering cannot be 
used, including hierarchical clustering, partitional analysis, decision trees or QCA. The dis-
tinct advantage of QCA is that it is not variable based, focusing instead on 

Figure 2. Silhouette plot of K-means clustering results.
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different combinations of causal conditions that account for case outcome differences. 
While this difference in approach may sound minor, it is not, as QCA can help to arrive at 
otherwise difficult insights about the complex causal model(s) that accounts for cases and 
their differences (Befani et al., 2007).

Returning to case-based modelling, the case cluster/trends identified by k-means are then cor-
roborated with the Kohonen ‘self-organizing map’ (SOM). The SOM operates by modelling a 
set of cases as a 2-dimensional abstract ‘proximity map’ where cases are closer to other cases 
with similar profiles and more distant from those with dissimilar profiles. More concretely, the 
SOM is an artificial neural network technique that uses an n x m grid where each grid has a pro-
file matching the number of elements in a case profile (Kohonen, 2013). Cases are assigned to 
the grid node most like the case and that node and surrounding nodes ‘learn’ to be more like the 
assigned case. As shown in Figure 3, this leads to the mapping the cases across the grid such that 

Figure 3. Self organized map and K-means corroboration.
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similar cases are near each other and dissimilar cases are distant. After running this machine-
driven SOM clustering, the evaluator can corroborate their k-means solution by comparing the 
k-means cluster profiles to grid node profiles and examining whether cases are assigned to simi-
lar profiles in both (Schimpf and Castellani, 2020). The SOM typically offers a finer-grained set 
of clusters which are determined by the neural network algorithm, in contrast to the evaluator 
setting k (i.e. number of clusters) in k-means. Comparing across cluster methods thus helps vali-
date that the evaluator has landed on a reasonable representation of the underlying clusters in 
their data. In practice, multiple iterations of clustering at different k values and comparison with 
the SOM results is the intended use; this allows users to refine their understanding of the number 
of clusters that fit the data best, and which characteristics are key in determining clusters. It is 
worth noting that these approaches can be used with relatively small number of cases (N), for 
instance 15–20, as some evaluation studies have a small N.

Scenario simulation. With the clustering steps complete, the next step is scenario analysis/simula-
tion. As we stated earlier, scenario analysis is a planning method used to generate possible future 
scenarios and to analyse their potential impact on a topic of interest (Börjeson et al., 2006; Morell, 
2005; Schwartz, 1991). Bringing scenario analysis into case-based modelling follows advances in 
evaluation research in which alternative scenarios are explored through an empirically developed 

Figure 4. COMPLEX-IT scenario simulation.
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model by adjusting input parameters that represent different scenarios the modelled system or 
systems might encounter (Campbell and Brown, 2005; Giffoni et al., 2018).

Within CBSS, we call scenario analysis as ‘scenario simulation’. As shown in Figure 4, 
the visualized model is the corroborated clusters representing the major/minor case trends 
while scenarios involve changes to cluster profiles and a simulation of how this change 
may affect the relative location of the affected cluster with respect to others. Said differ-
ently, an evaluator can make a hypothetical intervention on a k-means cluster solution they 
identified (which has been corroborated with and mapped to the SOM) and examine how 
this scenario results in the cluster gravitating towards or away from other SOM grid clus-
ters. In essence, scenario simulations explore whether an intervention or change in a clus-
ter’s profile is sufficient to drive it towards or away from another cluster with desirable or 
undesirable qualities. (Note: as we outlined earlier in our caveats, scenario simulation does 
not make any assertion about the causality of changes in the cluster leading to its new posi-
tion. Instead, it uses the SOM’s re-positioning of a cluster as a means for exploring and 
prompting discussion on the movement of a cluster and potential causal relationships.)

Finally, as any change in a system is subject to uncertainty (Morell, 2005), hypothetical 
changes can be examined with a Monte Carlo simulation (See Figure 4), which allows user 
changes to a cluster to take a band of values depending on their judgement of the precision of 
the change, that is, for sensitivity analysis. Results from the Monte Carlo display the distribu-
tion of cluster profiles the changed cluster lands on based on multiple analyses with different 
values across the uncertainty band. Thus, collectively case-based modelling and scenario sim-
ulation form CBSS, provides a novel way to model and explore complex systems and hypo-
thetical changes in said systems.

Case studies

In this section, we review four published evaluation studies to demonstrate how CBSS and its 
platform COMPLEX-IT can support evaluation in practice. To demonstrate the utility of our 
approach to a wider audience (as opposed to a single in-depth example) our case studies (as 
shown in Table 1) come from a range of domain settings, evaluation contexts, and approaches, 
and are organized according to (1) evaluations with either a learning or process evaluation pur-
pose or those with an accountability or impact evaluation purpose and (2) evaluations with a 
cross-sectional design, or those with a longitudinal and/or quasi-experiment design.

This approach, however, did come with some costs. While our driving goal for select-
ing studies was to provide examples that were applicable to a broad audience of 

Table 1. An overview of case studies used to demonstrate CBSS and COMPLEX-IT.

Evaluation design

 Cross-section Longitudinal and/or quasi-experiment

Evaluation 
purpose

Learning and/or process 
evaluation

Heat Network 
Investments Project pilot 
evaluation (BEIS, 2018)

Frontline Fast-track Social work 
training pilot evaluation (control and 
intervention groups used) (DfE, 2016)

Accountability and/or 
impact evaluation

Renewable Heat Incentive 
evaluation (BEIS, 2017)

The National Evaluation of Sure Start 
(DfE, 2008, 2010, 2012)
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evaluators and evaluation researchers, most evaluations do not publish or make their data 
publicly available. This is because there are often severe restrictions on what may be 
published for several valid reasons. These reasons include, but are not limited to, partici-
pant consent being collected for specific evaluation goals which may not translate to more 
general research goals, unavailability of raw data due to anonymity concerns and some 
data may require renegotiating consent. We therefore chose to describe the potential use 
of CBSS for our four studies in acknowledgement of limitations of acquiring detailed data 
and in order to cover a more comprehensive set of evaluation design and purpose circum-
stances. This likewise enabled us to show the versatility of the proposed approach across 
evaluation circumstances.

Heat Network Investments Project pilot evaluation

Our first published case study is an evaluation of the UK government’s ‘Heat Network 
Investment Project’ (HNIP) pilot. The HNIP provides capital support (e.g. loans and grants) 
for applicants for the development of heat networks (i.e. the transfer of hot water for space 
and water heating, across different buildings) in England and Wales. It is planned to be run 
from 2016 to 2021. The pilot was designed to generate learning to be used in the main 
scheme, and was only open to public-sector applicants. It ran from 2016 to 2017, and its 
evaluation was conducted from 2016 to 2018. The evaluation was published by the UK 
Department for Business, Energy and Industrial Strategy (BEIS, 2018).

The evaluation focussed on the following: the successes and failures of the pilot; any pat-
terns in the successful or unsuccessful applicants; views of stakeholders on the heat networks 
market and their views on barriers and preferred financial options; and stakeholder views of 
the HNIP pilot. The evaluation was theory-based and used interviews, documentary analysis, 
and basic numerical analysis of the application data. Note that the evaluation of the full pro-
gramme is presently (circa 2020) ongoing.

Cluster analysis and embracing complexity. As depicted in Figures 2 and 3 earlier, one of the 
ways CBSS/COMPLEX-IT could complement this study is by using cluster analysis (both 
k-means and the SOM) to identify the complex profile of factors that distinguished successful 
and unsuccessful applicants – without worry to the low n of the report. As the numerical analy-
sis in BEIS (2018) shows, only one factor was considered at a time in relation to successful 
and unsuccessful applications (e.g. technology type, customers, size and scale of funding 
sought). In contrast, because CBSS embraces complexity and does not reduce explanation, it 
would have allowed the evaluators to consider multiple factors (and their complex intersec-
tion) simultaneously, to arrive at a more causally complex understanding of why certain appli-
cations were more successful than others.

The sensitivity of the data on applications also means that all reporting had to be carefully 
checked so that no applicants could be identified from the results; COMPLEX-IT would be 
helpful in this regard, as reporting could use the cluster averages without needing to provide 
details of who or how many individual applicants.

Machine learning and data forecasting. Also, given that COMPLEX-IT uses the SOM, which 
incorporates machine learning, the results in regard to successful and successful applicants 
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could be treated as a training dataset from which the outcome of future applicants could be 
predicted or forecasted.

Data mining/exploration. Taking a more speculative view the COMPLEX-IT could also be 
used to open up the potential for different evaluation questions and foci. For example, as the 
policy moves from the pilot to the main scheme, the evaluators and client may find it useful to 
explore how using a different scoring mechanism for applicants could affect outcomes and 
funding decisions. The funding decisions were made by scoring various elements of appli-
cants’ proposals; these could be scored with different rubrics, different thresholds for values, 
and/or with whole different sections or partitioning of elements.

Scenario simulation. COMPLEX-IT, through simulating scenarios provides another way of 
visually exploring new evaluation questions in regard to applicant outcomes. This could be 
done by using the original scoring data to generate the clusters, then either re-running the 
analysis with different scoring data (e.g. say with an additional factor giving a score for some 
new element of the proposals), or, using a scenario, and changing the scoring values at the 
cluster level (as shown in the bottom of Figure 4), that is, simulating assessing one or several 
clusters more harshly on a specific element. The results CBSS/COMPLEX-IT would push 
back at us (i.e. different clusters, more or less clusters) and allow us to consider what effect 
changing the assessment process may have.

Renewable Heat Incentive evaluation

The Renewable Heat Incentive (RHI) is a payment system for the generation of heat from 
renewable sources. Begun in November 2011, it replaced the Low Carbon Building 
Programme (for non-domestic applications), and was then extended to domestic applica-
tion too in April 2014 (in effect replacing the Renewable Heat Premium Payment). The 
RHI is designed to support households, businesses, public bodies and charities in transi-
tioning from conventional forms of heating to renewable alternatives. There are multiple 
evaluation reports on the RHI published by BEIS, split by the domestic and non-domestic 
scheme and through time.

For our study, we will focus on the synthesis report published as BEIS (2017). BEIS (2017) 
highlights how the evaluation of the RHI has focussed on three main types of actors: appli-
cants (broken down into smaller subgroups, including domestic and non-domestic), installers 
of renewable heat technology, and non-applicants. Various types of data have been collected 
on each of these using a range of research methods and available administrative data. As with 
the HNIP, it is clear COMPLEX-IT could be used to explore any patterns and potential clus-
ters in any of these groups. Beyond this task, one of the key questions the evaluation of the 
RHI has explored was whether there are many non-applicants that could or should have been 
applicants (from the point of view of the policy’s aims); and if so, why they did not apply.

Cluster analysis. Clustering could be run on applicants and non-applicants together to search 
for any clusters of non-applicants that are similar to applicant clusters. This process could 
identify which factors or combinations of factors differentiate these ‘nearly-applicants’ from 
actual applicants.
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Scenario simulation and counterfactuals. Scenario simulation could be used to explore how 
changing key combinations of variables (causal conditions) in their profile may have led them 
to become successful applicants. What is critical, in terms of counterfactuals is that changing 
key combinations of variables may reveal how more than one set of changes could lead to the 
same results. Moreover, the degree of change needed on one or more factors in order to move 
a non-applicant towards applicant clusters could also reveal the robustness of non-applicant 
clusters.

Thinking about complex causality. In short, this approach to scenario simulation would have the 
evaluators focused on all of the factors in the study and their complex interaction. This is key, 
CBSS is a way to embrace and preserve the complexity of the topic being studied, rather than 
reducing the evaluation to a small number of factors. The results could then be vetted against 
previous evaluation studies or data. For example, the simulation results could be critically 
assessed by the extensive research already conducted in the evaluation on customer journeys 
(i.e. exploring and understanding how customers go from not having any renewable heat 
source, to getting one, and applying to the RHI or not). Findings on customer journeys could 
be used to make sense of the profile elements which the clustering suggests distinguishes 
applicants and non-applicants, and/or identify which profile elements are plausible to change 
at the cluster level in the scenario simulation.

Frontline Fast-Track Social Work training programme pilot evaluation

The Frontline Fast-Track Social work training programme aims to recruit future social work-
ers who exhibit both high academic potential and strong interpersonal skills. The educational 
model for recruits has a heavy emphasis on practice-based learning and was geared specifi-
cally to help students work with at-risk children. The programme was piloted in Greater 
Manchester and Greater London from 2013 to 2015 and was expanded to the North-East until 
the programme ended in 2017. The pilot was used to understand more about the recruits the 
programme attracted and the learning outcomes it evinced.

An evaluation of the programme was published in DfE (2016). It focused its evaluation 
questions on (1) whether the programme attracted high-quality candidates, (2) the quality of 
the educational programme delivered, and (3) and a quasi-experimental assessment of the 
educational gains of Frontline participants in comparison to other educational programmes. 
The evaluation used aggregate education data, surveys of Frontline and comparison students, 
interviews and focus groups with various stakeholders, and a performance assessment of 
Frontline and comparison students social work skills. While the quasi-experimental assess-
ment conducted with Frontline trainees and students from other social work programmes 
revealed that Frontline trainees outperformed other students on simulated social work inter-
views with service users, this analysis relied on simple performance averages for 
comparison.

Cluster analysis. A more nuanced analysis could use COMPLEX-IT to identify clusters with 
different performance profiles, drawing on several metrics by which students’ performance 
was assessed, from both video of their interaction with the ‘client’ and a post-interview written 
reflection, for Frontline participants and comparison students. By comparing the performance 
profiles of these clusters, it may be possible to identify some distinguishing or configurational 
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patterns the experimental and comparison group. Comparisons could also uncover: (1) any 
clusters that performed similarly across the groups, (2) Frontline clusters that performed worse 
than comparison clusters, and (3) the unique performance of Frontline students to the other 
groupings. This could aid evaluators in understanding the effect of the Frontline pilot and what 
types of learning gains students may have achieved vis-a-vis traditional social work pro-
grammes. It could also provide insight into the how Frontline’s emphasis on practice shapes 
learning.

Understanding alternative outcomes. More hypothetically, the evaluators may want to explore 
the clusters of Frontline and comparison students exclusively on their writing scores, in light 
of evaluators additional analysis revealing that the groups showed less difference on this out-
come. This would involve reforming the clusters to only include assessment items from stu-
dent reflections and then comparing across groups. As mentioned above, the Frontline 
programme placed a heavy emphasis on learning through social work practice, so closer 
examination of the differences between student groups on more traditional academic out-
comes like writing may provide greater insight into how the configuration of the programme 
led to the learning outcomes observed and inform future programmes based on this pilot.

Scenario simulation. In a similar hypothetical vein, evaluators may wish to explore alternative 
scenarios, such as positively adjusting non-Frontline student performance because in the orig-
inal study evaluators discovered that Frontline students had better academic track-records than 
comparison group students. This may help better understand the effect of the programme by 
creating a more level comparison.

The national evaluation of sure start

Sure Start is a UK government initiative intended to enhance the life chances of young chil-
dren growing up in disadvantaged neighbourhoods. It began in earnest in 1999 and is ongoing, 
though it has gone through significant changes since its start. The initiative used an area-based 
approach with all young children and their families in a certain area being the ‘targets’ of the 
intervention. Each area had a high level of autonomy on what sets of services they wished to 
provide or improve as part of the initiative. However, they were intended to cover certain core 
services such as: outreach and home visiting; support to families and parents; support for good 
quality play, learning and childcare; and primary and community healthcare and support for 
children and parents with special needs.

The National Evaluation of Sure Start (NESS) (DfE, 2008, 2010, 2012) ran from 2003 to 
2011 and was focussed on evaluating if children and families benefitted from Sure Start (and 
if so, how and for whom, under what conditions). It used a longitudinal and quasi-experimen-
tal design comparing children/ families in similar areas receiving and not receiving Sure Start 
programmes. For families not in programmes, a subset of the Millennium Cohort Study was 
used.

In regards to the study, NESS took a traditional quantitative impact evaluation focus, 
assessing impact using 15 different outcome measures (in the final 2012 phase) and 8 which 
were measured throughout the evaluation. Methodological issues were discussed at a reason-
able length, though these mostly concern they ways in which the study overcame a range of 
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issues that forced them away from being able to conduct a traditional Randomized Control 
Trial (i.e. sampling methods, statistical analyses used).

The NESS was a controversial evaluation for a number of reasons, not least caused by the 
prominence of the policy. Lloyd and Harrington (2012), reflecting on the NESS, outline a 
range of evaluation challenges it faced, and conclude that one of the most important was the 
disconnect between local and national levels of the evaluation, with over-reliance on the 
national level, and inadequate connections to local evaluation teams and evidence. We do not 
wish to wade into these debates here, as it is beyond the scope and focus of this paper; how-
ever we use the published NESS report to demonstrate our argument as it is still applicable for 
exploration, but note that these reports were critiqued at the time.

Thinking in complex realist terms. Epistemologically speaking, we could assume that a quasi-
experimental approach to evaluation is directly at odds with a case-based approach. However, 
it is our assertion that the use of these approaches in combination should always be considered 
if at all possible and appropriate (CECAN, 2018; Stern, 2015). For example, NESS makes 
efforts to consider the impacts of Sure Start on sub-populations and notes,

results for sub-populations can be as important as those for the total population . . . [t]his is 
increasingly important as children’s centre services are increasingly targeted at the most vulnerable, 
and also service delivery may be targeted differently for specific sub-populations. (DfE, 2012)

In effect, this consideration of subpopulations is a first step towards a case-based approach. 
CBSS would allow a study like NESS to take this further.

Cluster analysis and scenario simulation. For example, clustering would allow evaluators to 
look for subgroups based on patterns in the data, rather than using prior beliefs. In order to 
separate subgroup variations in the control and experiment samples and potential hetero-
geneity in intervention impact, CBSS or other clustering approaches can be used before 
traditional statistical analysis (see Peck, 2005). Using it before can complement other sta-
tistical analysis by helping refine an evaluator’s understanding of their data, inform some 
of the theory they are using to structure their analysis or identify subgroups and explore 
intervention effects on said subgroups. Or if an evaluator is more interested in outcomes it 
could be used after the analysis. Once we have examined for any statistically significant 
differences between the control and intervention groups, and perhaps subgroups within 
them, we can then explore the data for post-intervention outcome clusters using the cluster-
ing methods, or explore the robustness of any associated outcome clusters using the sce-
nario simulation.

Longitudinal cluster analysis. While we have not yet discussed it much, COMPLEX-IT is also 
well-placed to be used on longitudinal data such as that collected in the NESS. Here, there are 
two basic options; to use longitudinal clustering based on absolute values (i.e. factor values for 
various time points) and their change through time, or to cluster on relative rates of change 
(i.e. time period 2 minus time period 1 values) through time. In the NESS, using COMPLEX-
IT to do this would likely have been most interesting to explore groupings based on relative 
change, as the existing analysis already covers absolute change.
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Discussion

As we hopefully demonstrated, across the four case studies a number of themes emerged, 
some we only lightly mentioned, while others require more elaboration. We outline these 
additional points below. First, in terms of technique, the clustering and scenarios techniques in 
CBSS showed wide-ranging potential for enabling greater exploration of the data evaluators 
have, helping them understand the evaluation context, contributing new understanding, and 
raising new questions or evaluation directions across these studies.

Second, the cases demonstrate that CBSS is not at odds with other methods and evaluation 
data. Instead, it works well with them. For example, the customer journeys collected in the 
RHI study could be used to help interpret differences in the cluster profiles of applications and 
non-applications or inform which profile elements to change in scenarios.

Third, the synergy between CBSS and other methods used in the evaluation studies 
reviewed above highlights a broader point about the importance of not restricting evaluation 
to a single method or set of methods. As Stern (2015: 9) writes, ‘No one methodological 
approach is best or even sufficient on its own, which is why we need to draw on a broad range 
of approaches and methods for impact evaluation’. When evaluating interventions into com-
plex systems multiple methods are often required to render visible changes in a dynamic 
context (CECAN, 2018); in short, a pluralist approach is often needed (Stern, 2015). Reviewing 
these studies shows that CBSS has the versatility to integrate with other methods and extend 
evaluation insights.

Fourth, it is also noteworthy that while methods like clustering have potential for all the 
studies reviewed, what CBSS brought to each study differed. For example, CBSS supported: 
(1) richer descriptions and holistic characterizations of populations targeted by the pro-
grammes reviewed (e.g. HNIP); (2) in-depth comparisons of similarities and differences 
across distinct groups (e.g. Frontline and Sure Start); (3) the opportunity to explore counter-
factuals or ‘what if’ scenarios (e.g. HNIP and Frontline); and (4) examining the strength of 
differences between clusters representing different case types (e.g. RHI and Sure Start).

Fifth, and relative to the last point, given the dynamic nature, context sensitivity, and path 
dependency of complex systems, CBSS provides a broader understanding of the possibility-
space around a given system of study (Byrne, 2013; Moore et al., 2019). For example, it was 
possible to craft different scenarios across the four published studies that either generated 
insight into the policy context or helped determine the degree of impact an intervention had. 
In other words, CBSS allows evaluators to examine different scenarios in a low-risk, low-cost 
simulated environment, to best address their evaluation goals. As evidence, both the Sure Start 
and RHI evaluation, which have accountability goals, presented scenarios that evaluated the 
ease at which different groups could be nudged to become associated with other desirable or 
undesirable clusters. Furthermore, these scenario results could be viewed as a measure of 
outcome stability and thus more directly speak to accountability goals.

Sixth, depending on the nature of the evaluation study, CBSS also allows for new evalua-
tion directions or questions to be addressed. For instance, in the Frontline study there were two 
distinct directions. The first sought to explore differences between experiment and compari-
son groups on an outcome that was underemphasized by the Frontline programme while the 
second sought to make a more level comparison between groups. Evaluators may be interested 
in both, one, neither, or other complementary questions; what is central is that CBSS can open 
multiple such inquiries for further exploration.
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Seventh, a more general point touched on throughout is that by supporting the discovery 
and analysis of unique clusters, their dynamics, and their relationship with other clusters, 
CBSS is well aligned with a realist programme of evaluation. In particular, CBSS enables 
evaluators to identify distinct subgroups within their data, their unique properties and examine 
the differential effect interventions may have on these groups to uncover ‘what works for 
whom in which circumstances’ (Pawson and Tilley, 1997: 77).

Eighth, because of its case-based approach, applying CBSS to evaluations raises two criti-
cal methodological considerations. First, what are the cases should be evaluated? Charles 
Ragin, the creator of QCA, discusses this issue of ‘casing’ extensively (see Ragin, 2009; Ragin 
and Becker, 1992). Ragin notes that ‘casing’ in QCA (and applicable to other CBMs), uses a 
realist perspective in that cases are considered real entities, but identifying the most relevant 
cases including encompassing unit and profile is an inherently iterative process which unfolds 
over the analysis cycle (Ragin, 2009: 524). Likewise, using CBSS may invite questions about 
whether the evaluator has chosen appropriate cases, profile elements and/or units of analysis. 
The nature of cases in evaluation is not a simple question; instead it emerges from the analysis 
and through a dialogue with the data and context of the study. This process of case identifica-
tion and selection is further shaped by the practicalities of case availability or accessibility. 
COMPLEX-IT supports evaluators to quickly conceptualize, configure and test cases (both 
through human and machine-driven cluster comparison and against other evaluation data or 
theory). However, if a decision to change the unit of analysis is made, this may require addi-
tional data collection which will be more costly. Of note, this conceptualization, configuration 
and testing cycle is also one of the key ways in which CBSS and its platform COMPLEX-IT 
embody a learning environment through which evaluators can develop their working models 
and casual explanations and/or theories of change.

The second consideration pertains to an assumption made in CBM and consequently CBSS: 
cases and their profile specifications are reasonable approximations of their real-world coun-
terparts. This assumption may not hold for several reasons and warrants different responses 
depending on the misalignment. One common possibility is that the case profile elements are 
poorly specified, contain spurious or redundant elements or have other limitations. 
Alternatively, the units being represented as cases may be too large or too small and need to 
be adjusted accordingly. When cases are poorly specified or of an inappropriate scope for the 
study, results will be greatly hampered and unreliable. Therefore, following the SACS toolkit 
guidance on case-based modelling, evaluators should conduct regular validity checks 
(Castellani and Hafferty, 2009: 79–80) to step back and re-examine their case modelling, 
whether it is internally consistent and consistent with other study aspects and/or relevant theo-
ries. These validity checks give rise to iterating on the study’s cases, questions, and analysis 
as discussed above.

In a similar vein, another problem may arise where either the evaluator cannot find an 
adequate cluster representation or a relatively stable cluster representation emerges, however 
they disagree with other evaluation results, relevant theories or experience with the system(s) 
under study. This may also emerge when exploring the scenario simulation leads to unusual or 
contradictory outcomes. Under these circumstances, it may be that elements in the case pro-
files poorly capture critical causal factors that influence case dynamics and differences 
between cases behaviours. One way to address this challenge is to draw on theories of change 
(Coryn et al., 2011; Ofek, 2017; Rolfe, 2019; Wilkinson et al., 2021), systems maps (Barbrook-
Johnson, 2020; Barbrook-Johnson, 2019; Barbrook-Johnson and Penn, 2021) or other theories 
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that demarcate the major causal forces in and around the cases. These theories can then be 
used to inform how cases are built and what factors are manipulated in scenarios.  COMPLEX-IT 
also offers links to system mapping software to support this (see: https://www.art-sciencefac-
tory.com/complexit.html). In general, it is a good practice to draw on relevant theories or 
experience with the system(s) being modelled to guide case construction and identify plausi-
ble scenarios to explore.

Another related possibility is that the data may have a lot of mismeasurement, inaccuracy, 
unevenness in quality or completeness, weak relevance, or simply poorly capture aspects of 
the system(s) for modelling. If data collection is finished and there are no alternative data 
sources, other methods that can take advantage of the data may be preferable. However, if the 
primary issue revolves around unevenness in completeness of cases, it may be possible con-
duct some analysis if a sufficient number of cases are more complete or of a higher quality. 
Regular validity checks throughout CBSS will also help in identifying these challenges. Aside 
from the aforementioned possibilities, it may turn out that cases themselves are not fundamen-
tally complex. Cases may only have a few meaningful attributes or most or all of their attrib-
utes may have simple or linear distributions. Under these circumstances it may be unnecessary, 
although not inherently wrong, to draw on CBSS or other CBM as linear statistics and associ-
ated techniques are well suited for analysing such situations.

Conclusion

To aid the growing research programme of complexity appropriate methods for evaluation 
studies, we introduce CBSS to advance the use of CBMs in evaluation. Furthermore, we intro-
duced COMPLEX-IT, that increases CBSS accessibility and facilitates evaluators ability to 
iteratively explore their data (Schimpf and Castellani, 2020).

We next reviewed evaluation research on CBMs and scenario analysis to show how this 
work builds on past research. We then presented a prospective view of what CBSS could bring 
to four previously published evaluation studies. Note the studies were not meant to be exhaus-
tive of what CBSS and COMPLEX-IT could bring to evaluation studies but sought to illus-
trate their use across different evaluation purposes and designs.

CBSS methods showed synergy with other evaluation methods and findings. This synergy 
also highlighted an important insight: rarely does a single method provide all the answers 
needed in an evaluation; therefore, a pluralist approach is often needed (Stern, 2015), which 
CBSS and COMPLEX-IT are well positioned to support.

Reviewing across the evaluation studies also indicated that CBSS and COMPLEX-IT could 
contribute different questions, insights and directions depending on the nature of the study. 
Finally, several methodological points about CBMs were discussed including the issue of 
deciding on appropriate cases, (i.e. casing, see Ragin, 2009; Ragin and Becker, 1992), con-
ducting validity checks on an evaluators model (Castellani and Haffery, 2009: 79–80) and 
incorporating theories of change (Coryn et al., 2011; Ofek, 2017; Rolfe, 2019), system maps 
(Barbrook-Johnson, 2020; Barbrook-Johnson, 2019; Barbrook-Johnson and Penn, 2021) or 
other theories to inform case construction and scenario exploration.

In short, we believe CBSS and COMPLEX-IT hold potential value for evaluators by adding 
to the growing landscape of complexity-appropriate methods in evaluation and offering an 
approach that is highly synergistic with other methods and which can flexibly complement 
different evaluation purposes and open several new avenues of exploration as demonstrated in 

https://www.art-sciencefactory.com/complexit.html
https://www.art-sciencefactory.com/complexit.html
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the reviewed evaluation studies. CBSS likewise aligns well with the realist evaluation agenda 
by enabling evaluators to discover and cluster unique case types and explore their dynamics, 
relationships, environmental influences and responses to interventions. COMPLEX-IT, in par-
ticular, offers a tool that enables evaluators to quickly engage in case-based modelling and 
scenario simulation regardless of prior experience. This is especially timely in light of the 
ongoing challenges evaluators face including limited-time to try new methods, work-contexts 
that are often less supportive of new methods, and evaluators perceptions of required data, that 
may then constrain their use of new methods (Barbrook-Johnson et al., 2019);  COMPLEX-IT’s 
increased accessibility can help alleviate the first two barriers, and its support for exploration 
and iterative analysis can help with the third barrier.

Considerable work remains on developing methodological innovations for modelling and 
evaluating interventions in complex systems. CBSS and its platform COMPLEX-IT make 
strides in this direction by enabling evaluators to probe complex systems, generate new ideas, 
questions and directions in evaluation, draw distinctions between heterogeneous intervention 
effects and complement a wide-array of methods and evaluation designs.
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